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ABSTRACT 

 

Image Captioning refers to automatic generation of textual description by analyzing the content 

of an image. Automated caption generation of an image uses computer vision and natural 

language processing. Deep learning based techniques provide better results in analyzing the 

image contents. This article presents a multilayer neural network model that automatically 

learns and predicts the content of images. Our model consists of two sub-models, namely 

Convolutional Neural Network (CNN) that extracts pixel level features from the image, identify 

objects and recognize actions. The other model Recurrent Neural Network (RNN) helps in 

describing the objects and actions in a single sentence.        
Keywords:  Image Captioning, Deep Learning, Machine Learning, Convolutional Neural Network 

and Recurrent Neural Network  

 
 
INTRODUCTION 
 
Artificial intelligence techniques such as machine learning and deep neural networks gain 

momentum recently and has made considerable advancement in image processing. It provides 

better results in image classification and object detection. But, image understanding tasks is 

complex than image classification and object detection applications. The real challenge is to 

understand the whole image scenario by extracting the complete details of individual objects 

and their associated relationship from image and then description of the image. This problem 

involves two major artificial intelligence fields namely computer vision and natural language 

processing. Computer vision enables the system to identify, process and understand the images. 

Natural Language Processing (NLP) helps in analyzing, understanding and generating the 

languages that humans can understand. 

 

A CNN is a feed-forward based artificial neural network that can be used for analyzing visual 

images and identify objects. It compares two images by the features it has extracted. RNN on 

the other hand, is designed to model sequences of data, which can be utilized to process words 

or sentences. For generating sentences a Long Short-Term Memory (LSTM) based Recurrent 

Neural Network is used. The LSTM models is best suitable for temporal sequences of varying 

lengths and trained using back propagation method. It replaces traditional artificial neuron with 

a memory cell containing long and short term nonlinear capabilities.  

 

Visual Geometry Group (VGG) is a pre-trained deep neural network model used to interpret 

the content of the photos. This model is very powerful and flexible and produced better results 

in image classification. 

 

In the last few years, convolutional models have changed the computer vision landscape 

drastically.  Several methods are proposed for the underlying problem of caption generation  
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from the images. Most of them aim at providing solutions for visually-impaired. The methods 

differ in the underlying architectures used for CNN and for NLP.  

 

In this article, a CNN based model that uses VGG-16 network is utilized to extract features. By 

replacing the last stage of CNN, with three state-of-the-art architectures such as RNN and 

LSTM, we find the VGG-16 performs best according to the Bilingual Evaluation Understudy 

(BLEU) score. 

 

PROPOSED WORK 

 

The aim of this work is to build a system that can analyze the content of the digital photos and 

generate a caption in English Language. The system could identify objects, actions or events 

in an image, understand the underlying relationship between the objects and create a 

description. The CNN, which acts as an encoder extracts the deep features out of the image and 

RNN acts as the decoder and translates the features and objects to a sentence. 

Visual Geometry Group (VGG) is a pre-trained model used to interpret the content of the 

photos. The last layer which is used to predict a classification for a photo is replaced by RNN 

with LSTM. The model is trained in such a way that it maximize the likelihood of the caption 

generation when a training image is given.  The workflow of VGC16 is described as follows: 

 

 Initially load each photo, prepare it for VGG by resizing the image to 224×224 pixels, 

and collect the predicted features from the VGG model. 

 

 The description file contains tokenized texts. It is cleaned by converting all words to 

lowercase, removing all punctuation, removing all words that are one character or less 

in length and remove all words with numbers in them. Once cleaned, the descriptions 

are saved to a new file. 

 

 Train the data on all of the photos and captions in the training dataset. 

 

 Use the corpus BLEU score to find the accuracy of each model. 

 

 Finally evaluate a model by generate captions for entirely new photographs in the test 

dataset. 

 

IMPLEMENTATION AND RESULTS 

  

Environmental Setup: Python SciPy environment installed ideally with Python 3.6.3, Keras 

with TensorFlow, and other libraries like Scikit-learn, Pandas, NumPy, and Matplotlib is used.  

Minimum of 8GB RAM is required to train the machine with large volume of photos. VGG16 

algorithm is used for feature extraction.  

 

Dataset: For training and testing Flickr8k dataset have been used. Flilckr8K contains 8,000 

images and descriptions of the image salient entities and events are contained in a text file. 

Each image is provided with five different captions. The images were chosen from six different 

Flickr groups, to depict a variety of scenes and situations. The following are the details of the 

data set used along with the sample images and text descriptions. 

 

 Flicker8k_Dataset: Contains 8092 natural images in jpeg format. 

 Flickr8k_text: Text files that provides descriptions for the images. 

The dataset has a training samples of 6000 images, 1000 for validation and 1000 images for 

testing. The following images depicts the sample images and captions from the dataset. 
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Flicker8k_Dataset 
 

 
 

Flickr8k_text 

 

 
 

 

Implementation Steps: 

 

Step 1 – Extract Features from Images 

 

VGG16 is a pre-trained model used to interpret the content of the photos. Keras provides this 

pre-trained model in Python library. The last layer of VGG that is used for classification of a 

photo is removed. The model is used to extract the images features and are saved in a file. The 

extracted feature sample is as shown below. 
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Step 2 – Clean the Text Descriptions 

 

The dataset contains multiple descriptions for each photo and the text of the descriptions 

requires some minimal cleaning. The file containing the descriptions of all the images is loaded 

and cleaned to reduce the size of the vocabulary of words.  The cleaning process includes: 

 To convert all words to lowercase 

 To remove all punctuation 

 To remove all words that are one character or less in length 

 To remove all words with numbers in them. 

 

The sample of the cleaned data is as shown in the following image. 

 
 

Step 3 - Train the data with Progressive Loading  

 

The prepared photos and texts are progressively loaded so that it can be used to fit the model. 

The model is trained using all the data from the training samples and the model is saved after 

each training epoch. Each saved model after training is loaded again to evaluate and find the 

one with the lowest loss that can be used for prediction. 

 

Step 4 - Evaluate Model  

 

Once the model is fit, the skill of its predictions is evaluated on the holdout test dataset. We 

will evaluate a model by generating descriptions for all photos in the test dataset and evaluating 

those predictions with a standard cost function. Then evaluate a trained model against a given 

dataset of photo descriptions and photo features. The actual and predicted descriptions are 
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collected and evaluated collectively using the corpus BLEU score that summarizes how close 

the generated text is to the expected text. 

 

Step 5 - Generate New Captions  

 

Almost everything we need to generate captions for entirely new photographs is in the model 

file. We also need the Tokenizer for encoding generated words for the model while generating 

a sequence, and the maximum length of input sequences, used when we defined the model. We 

can hard code the maximum sequence length. The encoding of text and the tokenizer can be 

saved into a text file and can be loaded without using the Flickr8K image dataset. 

 

The sample output obtained are tabulated as below. The first sample depicts the training phase 

and the rest of the samples depicts the few test cases. As seen from the results, our algorithm 

is able to predict the scene and generate the caption with good accuracy. The model is also 

verified quantitatively by using Bilingual Evaluation Understudy (BLEU) score. The algorithm 

yields a BLEU score of 59, as compared to human performance around 69. 
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CONCLUSION 
 
This work presents a two-fold approach using state-of-art neural networks to learn the content 
of the images and generate appropriate captions. The VGG 16 architecture of CNN is used to 
extract the information of objects and their spatial locations in an image.  RNN with LSTM is 
used to generate a description sentence. Each word of the description is automatically aligned 
to different objects in the input image when it is generated. 
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